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Abstract- The financial market has become an essential market in today’s economy. It is a market where different commodities are 

being exchange or sold at a certain price, though prices of commodities in the stock market are not stable. They are being influenced 

by some external factors like, politics, natural calamities, investor’s sentiment, exchange rate e.t.c.This system propose an agent using 

Reinforcement Learning Technique to predict google stock market data. The agent was trained using three Reinforcement Learning 

Algorithms. The algorithms used in this system are Deep Q-Learning Network, Double Q-Learning Network and Dueling Double Q-

Learning Network. We first create an environment of which the agent can learn from. The environment consist of state, action and 

reward. The state is the representation of the environment; the action is the movement of the agent within the state or the 

choice/decision made by the agent at a given state. The action taken by the agent are stay, buy or sell. Our experimental results shows 

that Double Q-Learning Network outperforms the Deep Q-Learning Network and Dueling Double Q-Learning Network by receiving 

the highest reward in each state that the agent tries to take the best decision that is to say, buying the movement of the market is an 

upward trend, selling when the movement of the market is a downward trend and holding back when the movement of the market is 

unstable. The Dueling Q-Learning Network had the best reward of about 29.4 on 35 epoch, Double Q-Learning had reward of about 

35.4 on 45 epoch, and the Deep Q-Learning Network had reward of about -81.8 on the first epoch. 

Keywords: Reinforcement Learning, Deep Q-learning Network, Double Q-Learning Network, Dueling Q-Learning, Google Stock 
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1.0 Introduction 

The financial market has become an essential market in today’s economy. It is a market where different 

commodities are being exchange or sold at a certain price, though prices of commodities in the stock market are 

not stable. They are being influenced by some external factors like, politics, natural calamities, investor’s 

sentiment, exchange rate e.t.c. The commodities that can be exchange in the stock market are exchange of 

currency pairs (EUR/USD, USD/JPY, AUD/USD, e.t.c), gold, silver, crypto currency and oil. The stock market 

has become more essential in recent times with many persons trying to invest in the market. Financial Market 

has a critical function in the monetary advancement of any Country. Henceforth Nigeria and other non-

industrial nation's development profoundly relies upon Stock and the Stock Market Performance. The rise in the 

stock market, then the growth of the country's economy would be high. Stock market is an establishment in the 

venture securities exchange that monitors assets for monetary affairs. It retains reserve funds and gives liquidity 

to ventures, diminishes speculation hazards, offers straightforwardness for speculations and supports business. 

For a better economic development, a long=term investment is required to be committed. The stock trade gives 

long-term capital to significant areas of the economy including organizations and the legislature. Stock trade 

indexes are regularly utilized as a pointer of financial mend[1]. Financial market forecast is the way toward 

attempting to decide the future worth of any stock. Web-based media offers a vigorous outlet for individual’s 

considerations and emotions. Investigation of web-based media is emphatically identified with assumption 

examination as this can be utilized to remove feelings and sentiments from messages like tweets. Data mining 

systems like Natural Language Processing, Random Forest and Neural Network is utilized for investigating 

interpersonal organization content [2]. For a long time, conventional measurable forecast strategies.  

Looking for an effective model to anticipate the costs of the financial markets is a functioning exploration topic 

today [3] notwithstanding the way that many research articles have been published online over a long period of 

time.Amidst financial markets forecast, stock value expectation is considered as one of the most difficult 

errands [4]. Among the cutting edge procedures, AI strategies are the most broadly picked methods in recent 

years, given the fast improvement of the AI community. The other reason is that the customary factual learning 

calculations cannot adapt to the non-fixed and non-linearity of the securities exchanges [5].Reinforcement 

learning is a Machine Learning procedure, which depends on thinking about actions for amplifying the reward 

in a specific circumstance. It is utilized to locate themost ideal conduct or way the agent must consider at any 
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time. Reinforcement Learning is not quite the same as the supervised learning and Un supervised learning 

methods as there is no answer-based decision making here, agent chooses what to do in other to complete a 

given task without preparing a dataset, the reinforcement-learning agent can learn from experience. This paper 

presents a Reinforce Learning Technique in predicting google stock market price. The algorithms used in this 

paper are Q-learning, Double Q-learning and a Deep Neural Network algorithm. 

2. Related Work 

Adaptive stock trading strategies with deep reinforcement learning methods [6] proposed an adaptive stock 

trading strategy using reinforcement learning technique. They made use of Gated Recurrent Unit (GRU) on 

time-series nature of financial market data to get useful financial features, which can speak to the inherent 

qualities of the financial market for versatile trading choices. Moreover, with the customized plan of action and 

spaces, they proposed two trading techniques, which are GDQN (Gated Deep Q-getting trading pattern), and 

GDPG (Gated Deterministic Policy Gradient trading pattern). For verification of the robustness and adequacy 

of Gated Deep Q-getting trading pattern and Gated Deterministic Policy Gradient trading pattern, an assessment 

was carried out on both trading techniques in the moving and in the unpredictable financial market from various 

nations. Trial results show that the proposed GDQN and GDPG beat the Turtle trading pattern as well as 

accomplish more steady returns than a state of the art direct reinforcement learning technique. Test results 

exhibit that the GDPG with an actor critic system is steadier than the GDQN with a critic only system in the 

ever-developing financial market. 

Deep Long-Short Term Memory with Reinforcement Learning Layer for Financial Trend Prediction in FX 

High Frequency Trading Systems [7] proposed a supervised deep learning algorithm and a deep reinforcement 

learning algorithm for predicting a short-trend currency pairs in the forex market in other to escalate the profit 

on investing in the High Frequency Trading technique. With a normal exactness of about 85%, the proposed 

technique can anticipate the medium-short term pattern of a currency cross dependent on the historical pattern 

of this and by methods for correlation of information with other money crosses utilizing strategies known in the 

stock field with the term exchange. The final fragment of their proposed pipeline incorporates a matrix-

exchanging engine dependent on the previously mentioned forecasting pattern that will perform high recurrence 

activities to boost profit and limit drawdown. The exchanging framework has been approved more than most 

stock market trading framework used on the EUR/USD cross currency verifying the performance regarding 

returns of the Investment (98.23%). Notwithstanding a decreased drawdown (15.97 %) which confirms its 

financial supportability. 

Reinforcement Learning in Financial Markets [8] carried out systematic review on recent articles on stock 

market forecasting using reinforcement learning techniques.All articles reviewed had some unreasonable 

presumptions such as no exchange costs, no liquidity issues and no offer or ask spread issues. Exchange costs 

had significant impacts on the profitability of the reinforcement learning technique contrasted with the tested 

baseline technique. In spite of indicating measurably significant profitability when using reinforcement learning 

in comparison with baseline models in numerous investigations, some demonstrated no important degree of 

profitability, specifically with huge changes in the value design between the framework preparing and testing 

information. Besides, hardly any presentation correlations between reinforcement learning and other refined 

machine/deep learning models were given. The effect of exchange costs, including the bid/ask spread on 

profitability has additionally been surveyed. In conclusion, reinforcement learning in stock/forex market is still 

in its initial turn of events and further exploration is expected to make it a solid strategy in this space. 

Stock Price Prediction using Reinforcement Learning and Feature Extraction [9] used sentiment analysis from 

social media and reinforcement learning in forecasting the worth of the stock market. They predicted the 

movement of the stock market by analyzing the economical data, which has to do with the use of real time data 

and historical data. Q-learning algorithm was used over a comparatively detectable Markov Decision Process 

made up of any amount of Stocks extracted as a State and giving three actions which are Buy/Sell and Hold. 

Making use of the tweet analysis and social media comments concerning the stock market, a profitable data can 

be acquired which can be helpful in deciding the general public analysis of the stock market. Making use of 

these two distinctive methods, a profitable framework can be developed in forecasting the stock market more 

accurately.  
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Improving financial trading decisions using deep Q-learning: Predicting the number of shares, action strategies, 

and transfer learning [10] carried out a survey on stock market exchange using reinforcement learning and three 

proposed techniques to escalate total gain and reflect real stock market conditions while overcoming the 

restrictions of the stock market data. Firstly, an automated exchange system was designed using a combination 

of a reinforcement learning technique and a deep learning algorithm connected to a deep q-network to forecast 

the amount of shares to exchange in the stock market. Secondly, a survey was carried out on different trading 

patterns using Q-values in analyzing which trading pattern is more suitable in terms of profit wise in an 

unstable market. Finally, a transfer learning method was used in preventing incompleteness from deficient stock 

market data. In verifying their proposed methods experimentally, four stock indices were used, which are 

S&P500, KOSPI, HIS and EuroStoxx50. An increased profit by 4 times in the S&P500, 5 times in the KOSPI, 

12 times in the HSIand 6 times in the EuroStxx50 was realized. In an unstable market, keeping back the 

decisions to buy/sell increases the total profit by 18% in the S&P500, 24% in KOPSI, 49% in EuroStoxx50. 

Adaptive stock trading with dynamic asset allocation using reinforcement learning [11] developed a new stock 

trading technique that integrates asset allocations dynamically using a reinforcement learning technique. Meta 

Policy (MP) is the assets allocation-trading pattern designed to make use of a short-term data from both stock 

market direction and the proportion of the stock market financed over the asset. Localized forex traders are 

constructed with strategy-based on numerous predictors, which they used in deciding the purchase of currency 

per direction. A compact environment is designed for the learning agent using Meta Policy in reinforcement 

learning. A testing was carried out on a Korean stock data that shows that Meta Policy surpass other fixed 

asset-allocation trading pattern and reduces the risk intrinsic in localized forex traders. 

Genetic Algorithm-Optimized Long Short-Term Memory Network for Stock Market Prediction [12] developed 

a hybrid framework using a genetic algorithm and a long short-term memory algorithm. In estimating the time 

window size and architectural components of the long short-term memory network, an experiment and 

misconception based on heuristics were frequently used. They partly investigates the attributes of the financial 

market data by proposing a systematic approach that will regulate the time window size and architecture for 

the long short-term memory network utilizing genetic algorithm. A Korea Stock Market Price Index (KOSPI) 

data was used in testing their proposed hybrid framework. Their test result shows that the hybrid model of long 

short-term memory network and genetic algorithm outplays the benchmark model. 

An innovative neural network approach for stock market prediction [13] developed a framework using an 

innovative neural network algorithm in predicting the financial market. To analyze the impact of the market 

attributes of the stock market price, conventional neural network algorithms may incorrectly forecast the 

financial market, considering the inceptive weight of the arbitrary selection issue.  They trained two models 

using long short-term memory neural network with fixed layer and a long short-term neural network algorithm 

with encoder to forecast the financial market. Their testing results demonstrates the long short-term memory 

with a fixed layer (57.2% accuracy) is better than the long short-term memory with encoder (56.9% accuracy).  
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Figure 1: Architecture Diagram of the Proposed System  

The proposed system uses a Reinforcement Learning Technique in predicting Google Stock Market Data. The 

system made use of three Reinforcement Learning Algorithms in training the agent. The Algorithms used are 

Deep Q-Learning, Double Q-Learning and Dueling Double Q-Learning. The architectural components of the 

proposed system can be explained as follows: 

Learning Environment: The environment is made up of a set of state, reward and actions of which the 

Reinforcement Learning Agent interacts with in other to decide on what choice to make. The states comprises 

of the every positions in the trading environment, it also describes the current condition of the environment. 

The action is the choice or decision taken by the agent at each state. The actions taken by the agent are stay, buy 

or sell. The ability of the agent to make right choices determines the efficiency of the agent. In an unstable state 

(condition), the agent may decides to stay (the agent is either buying or selling) because making a buy or sell 

choices may lead to loss. The agent may decide to buy in in an upward trend and or sell in a download trend. 

The reward of the agent is either loss or profits.  

Agent: The Reinforcement Learning Agent will be trained using three Reinforcement Learning Algorithms, 

which are Deep Q-Learning, Double Q-Learning and Dueling Double Q-Learning. The agent learn and interacts 

with the learning environment in other to make optimal choices. The creation of the agent begins with some 

declaration of some variables with some parameters. The Variables used are epoch_num, max_step, 

memeory_size, batch_size, epsilon, epsilon_decrease, epsilon_min, start_reduce_epsilon, update_q_freq, 

gamma and show_log_freq, total_rewards and total profits. All this are threshold constants that enforces the 

whole buy, hold and sell in the financial market.  

Deep Q-Learning Network:Q-Learning is a value-built Reinforcement Learning Algorithm, which is used in 

finding the best action/choices using Q Function. This helps the Reinforcement Learning agent in taking the right 

action/choices in a given state. The Deep Q Learning make use of a neural network to estimate the Q-Values 

Function. The State will be taken as an input and the Q-Value of all feasible actions/choices will be bring about 

the output.  

Q(s, a) = r(s, a) + Q(s′, a) ………………….. ……………. (1) 

a 

Q(s, a) 2Q(s nQ( …n ……………(2) 

 

Q(St, At)  Q(St, At) + t +1  +  Q(St+1, a) - Q(St, At)]…….. (3) 

a 

 Where: 

Q is the Q learning factor 

s and a are actions carried out by the agent on a particular state 
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is the gamma  

is the rate at which the agent learns in the environment 

t is   the time taken by the agent in completing one action in a state 

 

 
 

Figure 2: Deep Q-Learning Architecture 

Double Q-Learning Network:Double Q-Learning Network entails using two different Q-Value estimators (QA 

and QB), each of which is used to update one another. Making use of this individual estimators, we can 

unprejudiced Q-Value approximate of the actions/choices selected using the contrasting estimator. 

Consequently, maximization bias can be keep away from by ignoring update from prejudice estimator.  This 

expression can be represented mathematically as 

 

MaxaQt(st+1,a)…6 

 

E{Maxa Qt(st+1,a)}….7 

 

MaxaE{Qt(st+1,a)}…8 

 

QA(s′,a∗) = Maxa Q
A(s′,a)…9 

 

QB(s′,a∗) = Maxa Q
B(s′,a)…10 

 

 

 

Equation 6 is an approximate for equation 7, which in turn estimates equation 8. Therefore equation one is an 

unprejudiced sample drawn from 7. Instead of using equation 9 to update QA, as traditionally done in Q-

Learning Network. QB  which is equation 5 will be used to update  QA. 

 

Algorithm of the Double Q-Learning Network 

Step1. Initialize QA,QB,s 

Step2: repeat 

Step3: Choose a, based on QA(s,·) and QB(s,·), observe r, s′ 

Step4: Choose (e.g. random) either UPDATE(A) or UPDATE(B) 

Step5: if UPDATE(A) then 

Step6: Define a∗ = argmaxaQ
A(s′,a) 

Step7: QA(s,a) ← QA(s,a) + α(s,a) (r + γQB(s′,a∗) − QA(s,a)) 

Step8: else if UPDATE(B) then 

Step9: Define b∗ = argmaxaQB(s′,a) 

Step10: QB(s,a) ← QB(s,a) + α(s,a)(r + γQA(s′,b∗) − QB(s,a)) 
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Step11: end if 

Step12: s ← s′ 

Step13: until end 

 

Dueling Double Q-Learning Network: Dueling Double Architecture is made up of two streams that constitute 

of the value functions, while sharing a customary convolutional feature learning component. The both streams 

are incorporated through a distinct combined layer to yield an approximate of the state-action value function. 

Mathematical, Dueling Double Q-Learning Network can be expressed as: 

 

V(s) – the value of being in the state s …11 

 

A(s,a) – the advantage of taking actions a in the state s …12 

 

Q(s, a*) = V(s) … 13 – under deterministic policy 

 

Q(s, a*) = V(s) + A(s, a) ... 14 – under optimum policy 

 

 

 
 

Figure 3: Architecture Diagram of the Dueling Double Q-Learning Network 

 

4. Result and Discussion 

This system propose an agent using Reinforcement Learning Technique to predict google stock market data. 

The agent was trained using three Reinforcement Learning Algorithms. The algorithms used in this system are 

Deep Q-Learning Network, Double Q-Learning Network and Dueling Double Q-Learning Network. We first 

create an environment of which the agent can learn from. The environment consist of state, action and reward. 

The state is the representation of the environment; the action is the movement of the agent within the state or 

the choice/decision made by the agent at a given state. The action taken by the agent are stay, buy or sell. The 

reward is the outcome of the agent after a successful action. For every decision taken by the agent, a reward is 

being given. The rewards increase from minus (-) sign to plus (+) sign when it takes the best decision. The 

following are some variables and parameters in the learning environment. They are profits, action, rewards, 

time and history. We initialized reward=0, time=0 and we said if action==0, the agent should hold on, 

action==1, the agent should buy and action==2 the agent should sell. After performing either of this action, a 

reward is being given to the agent in other to tell it’s performance. After receiving the reward, the agent starts 

again by moving to the next state in other to take a better action and to receive a better reward. After creating 

our learning environment, we trained our agent using three Reinforcement Learning algorithms (Deep Q-

Learning Network, Double Q-Learning Network and Dueling Double Q-Learning Network) in other to have a 

better optimal result to help the agent make a better choice at each given state. For each of the Q- Learning 

Algorithm, we have the following variables and parameters. epoch_num=50, memory_size=200, batch_size=20 

for Deep Q-Learning Network, batch_size=50 for both Double Q-Learning Network and Dueling Double Q-

Learning Network. epsilion=1.0, epsilon_decrease = 1e-3,  epsilon_min = 0.1, start_reduce_epsilon = 200, 

train_freq = 10, update_q_freq = 20, gamma = 0.97, show_log_freq = 5. All this are threshold that enforces the 

the agent in making the right decision like knowing when to hold, buy or sell. Figure 5 and 6 shows the total 
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reward and the total loss made by the Deep Q-Learning Agent. Figure 7 shows the total profits made by the 

Deep Q-Learning Agent when tested (Total training rewards = -33, profits = 5189, test reward = 5, profits= 

2051). In the figure below, our experimental results shows that the Double Q Learning algorithm made the best 

choices in terms of hold, buy or sell. Therefore receiving a better reward (Figure 11). 

 

 
Figure 4: A Chart representation of Google Stock Market Data from July 2012- July 2016 

We analyze the google stock market data using a chart (Japanese Candle stick to be precise). We divided the 

data into two parts; the first part that is from July 2012-July 2015 was used for training while the second part 

that is Jan 2016-July 2016 was used for testing.  

 
 

Figure 5: Showing the training process with result of the Deep Q-Network 

The above training and result are as follows. The first column is the epoch, second column is the epsilon, third 

column is total_steps taking by the agent, fourth column is the log_reward (which I the sum of the total reward 

in the total steps taken by the agent, fifth column is the log_loss (total loss in the total steps) and the Sixth 

column is the elapsed_time (That is the elapsed time taken to move to the next step. 

 

 

 
Figure 6 Showing graphical representation of loss and reward of the Deep Q-Learning Network 
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Figure 7: Showing the training and testing data of the Deep Q-Learning Network 

 
Figure 8: Showing the training process with result of the Double Q-Network 

 
Figure 9: Showing graphical representation of loss and reward of the Deep Q-Learning Network 
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Figure 10: Showing the training and testing data of the Double Q-Learning Network.  

Here the agent choses to hold, therefore decides not to buy or sell, therefore getting a zero reward as well as a 

zero profit 

 

 
Figure 11: Showing the training process with result of the Dueling Double Q-Network 

 

 
Figure 12: Showing graphical representation of loss and reward of the Dueling Deep Q-Learning Network 
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Figure 13: Showing the training and testing data of the Dueling Double Q-Learning Network.  

 

 

5. Conclusion 

The stock market has become more essential in recent times with many persons trying to invest in the market. 

Financial Market has a critical function in the monetary advancement of any Country. Henceforth Nigeria and 

other non-industrial nation's development profoundly relies upon Stock and the Stock Market Performance. 

This paper present a Reinforcement Learning approach in predicting google stock market price. The agent was 

trained using three Reinforcement Learning Algorithms. The algorithms used are Deep Q-Learning Network, 

Double Q-Learning Network, and Dueling Double Q-Learning Network. Our experimental results shows that 

Double Q-Learning Network outperforms the Deep Q-Learning Network and Dueling Double Q-Learning 

Network byreceiving the highest reward in each state that the agent tries to take the best decision that is to say, 

buying the movement of the market is an upward trend, selling when the movement of the market is a 

downward trend and holding back when the movement of the market is unstable. The Dueling Q-Learning 

Network had the best reward of about 29.4 on 35 epoch, Double Q-Learning had reward of about 35.4 on 45 

epoch, and the Deep Q-Learning Network had reward of about -81.8 on the first epoch. This paper can further 

be extended by building a trading bot using the mentioned three algorithm and test it on a demo account on 

meta4 or meta5 trading software. It can further by extended by changing some parameters in the mentioned 

threshold functions mentioned in the result and discussion so as obtain a more efficient result.  
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